GrooveNet: Real-Time Music-Driven Dance Movement Generation using Artificial Neural Networks
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ABSTRACT
We present the preliminary results of GrooveNet, a generative system that learns to synthesize dance movements for a given audio track in real-time. Our intended application for GrooveNet is a public interactive installation in which the audience can provide their own music to interact with an avatar. We investigate training artificial neural networks, in particular, Factored Conditional Restricted Boltzmann Machines (FCRBM) and Recurrent Neural Networks (RNN), on a small dataset of four synchronized music and motion capture recordings of dance movements that we have captured for this project. Our initial results show that we can train the FCRBM on this small dataset to generate dance movements. However, the model cannot generalize well to music tracks beyond the training data. We outline our plans to further develop GrooveNet.
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1 INTRODUCTION
Generating human movement remains one of the most challenging problems in computational modelling: movement is continuous, highly dimensional, and fundamentally expressive. Recognizing and generating everyday movements such as walking demands the development of elaborate models that can capture the coordination of a large set of joints [1, 27].

In this paper, we address the problem of movement generation for the case of dance, a creative activity that best illustrates the complexity and expressiveness of human movement. Dancing involves complex cognitive and sensorimotor processes: it requires both fine motor control and equilibrium, accurate timing and rhythmic synchronization, memory, and imagery, as well as aesthetic qualities [3]. The way we dance in response to music depends on the genre of both dance and music, the expertise of the dancer, and their interpretation of the music in real-time. Beyond mere synchronization processes, there is no well-established relationship between movements features and musical features, except in simplified cases such as sound tracing [6, 20]. As a result, generating dance movements from music is a highly non-linear and time-dependent mapping problem.

We investigate how machine learning can capture the cross-modal dependencies between synchronized sequences of musical features and movement parameters. We present GrooveNet, a system for real-time music-driven dance generation that uses artificial neural networks to learn the relationships between audio features and motion capture data.

The generation of human-like creative movement is necessary for a wide range of applications, spanning animation, gaming, virtual reality, and virtual characters. Our primary field of application is artistic and aims to explore the possibilities of computer-generated movement for creative purposes. Our music-to-dance generative system will be used in a public interactive installation allowing the audience to affect the movements of a dancing avatar by playing their own music. The avatar will be rendered with non-realistic visualizations of human movement through a holographic display.

GrooveNet relies on a machine learning model trained on a set of recordings of dance movements performed with dance music. We formulate this problem as learning the effects of one sequence on another sequence, in which both sequences are defined along a relatively dense time dimension (e.g., as opposed to text). The model is trained on synchronized sequences of dance and music features, in order to generate new movements from a new music track.

The development of GrooveNet faces a number of challenges related to the task of learning how dance movements are coordinated with music. First, as we already discussed, the mapping between audio features and movement parameters is highly non-linear, and it requires the model to learn and embed complex temporal structures. Second, there are no publicly available datasets that contain synchronized pairs of dance and music in the form of motion capture data and raw audio features. Therefore, we have recorded a dataset of four dance performances, raising about 23 minutes of synchronized movement and audio data. As a result, the model should learn efficiently from a relatively small dataset. Third, our main application consists of a public interactive installation allowing the audience to provide their own music to a dancing avatar. This
demands that movements are generated in real-time from an audio stream and that the algorithm generalizes to new, and possibly unheard, music sequences.

2 RELATED WORK

In this section, we review movement generation techniques that rely on machine learning with a particular focus on dance movements and audio-driven approaches.

2.1 Machine-Learning-Based Movement Generation

A variety of machine learning models are used for learning and generating human movement in the form of motion capture data. They range from dimensionality reduction techniques [24, 27], to Hidden Markov Models [5], Gaussian Processes [28], and neural networks [8, 17, 26].

Dimensionality reduction techniques can capture the underlying correlations behind the joint rotations representing the postures in motion capture data [24, 27]. However, such techniques require pre-processing steps such as sequence alignments and fixed-length representation of the data, which limit their application to real-world dance data. Most importantly, their inability to directly model the temporality of the movement data is critically limiting for movement generation. Hidden Process Latent Variable Models (GPLVMs) [28] can efficiently generalize over the variations in human movement, but they are limited by needing heavy computational and memory resources, which makes them unsuitable for real-time generation. Hidden Markov Models (HMMs) overcome the limitations of the two aforementioned families of models [5], but provide a limited expressive power in terms of capturing the variations in the data.

Neural networks provide a better expressive power than HMMs and depending on their size and architecture they can generate new samples in real-time. Convolutional Autoencoders have shown promising results in generating motion capture data with offline control [17]. Factored Conditional Restricted Boltzmann Machine (FCRBM), with its special architecture that is designed to support controlling the properties of the generated data, has shown to be able to generate movements in real-time, and learn a generalized space of the movement variations [1, 26]. In addition, Recurrent Neural Networks (RNNs), and in particular Long Short-Term Memory RNNs (LSTM-RNNs) are used to learning and generation movements [8] in an unsupervised and uncontrolled manner.

GrooveNet employs a similar machine learning model as the one used by Taylor and Hinton [26] and Alemi et al. [1]. As our initial experiments showed that it is more challenging to train RNNs on our small dataset, we have yet to employ RNN-based architectures such as the seq-to-seq model [2, 25], which is a more relevant architecture for our task of sequence-to-sequence mapping.

2.2 Dance Movement Generation

Many of the existing machine-learning-based movement generation techniques have been applied to dance. Hidden Markov Models and their extensions have been applied to the synthesis of dance movements [5, 22]. In particular, Wang et al. trained Hierarchical Hidden Markov Models with non-parametric output distributions (NPHHMM) on motion capture data containing ballet walk, ballet roll, disco, and complex disco [29]. Another approach relies on dynamical systems modelling to capture the dynamics of dance movements. Li et al. [19] used Linear Dynamical Systems (LDS) to learn and generate dance movements. They train their model on 20 minutes of dance movement of a professional dancer, performing mostly disco. Their model automatically learns motion textons, representing local movement dynamics. The intuition behind the textons is that each complex movement sequence consists of simple repetitive patterns. For example, a dance sequence might consist of repeated moves such as spin, hop, kick, and tiptoeing. The approach allows for real-time synthesis and provides a number of ways to generate movements, such as key-framing and noise-driven generation.

Recently, artificial neural networks have been successfully applied to the synthesis of dance movements. Donahue et al. [11] focused on generating choreographies, represented as step charts that encode the timing and position of steps, for the Dance Dance Revolution game. They used LSTMs to generate a new step chart, given a raw audio track. Their method, however, is limited to the generation of sequences of discrete step indicators rather than continuous movements. Crnkovic-Friis and Crnkovic-Friis [8] used Long Short-Term Memory (LSTM) Recurrent Neural Networks (RNNs) to learn and generate choreography. They trained the model on 6 hours of contemporary dance data captured using Microsoft Kinect. This approach does not provide any methods for controlling the generation and does not accompany any music.

Controlling ML-based Movement Generation. There are a number of different methods to control the qualities of the movements generated by a machine learning model: 1) train a separate model for each realization of a movement quality, 2) use parametric statistical distributions to capture the variations of movement [15, 31], and 3) design machine learning models specifically to accommodate the task of controlling the generation process [26]. For GrooveNet, we employ the generation controlling approach based on the FCRBM architecture proposed by Taylor and Hinton [26]. However, our work differs from the aforementioned neural-network-based dance generation approaches in that we attempt to generate continuous dance movements controlled by a given audio track.

2.3 Audio-Driven Movement Generation

Speech-Driven Synthesis. Many approaches to movement generation for virtual avatars rely on audio signals to guarantee that the synthesized gestures are consistent with other modalities. In general, the input audio is a speech signal that drives the generation of movements of the lips [30], eyebrows [10], head [16], or hands [18]. In this case, the goal is to ensure that the motor behavior is realistic and consistent with both the content and the expression of the input speech utterances.

Most approaches rely on probabilistic models such as Hidden Markov Models (HMMs) and its extensions [10, 16, 30] or Hidden Conditional Random Fields [18]. Chiu and Marsella [7] proposed Hierarchical Factored Conditional Restricted Boltzmann Machines (HFCRBM) to learn and generate gestures, controlled by the prosody of speech. Using a set of training data that includes motion capture recordings of gestures accompanied with the voice recordings of the actors (represented by pitch, intensity, and correlation), the
model learns the relationship between the prosody of speech and the movement. The model then generates novel gestures given a new set of voices.

Music-Driven Dance Generation. While music-driven dance generation also considers cross-modal sequence-to-sequence mapping, it is important to underline the complexity of music-to-dance mapping. While in speech the acoustic and motion signals are often generated by the same underlying process, the relationships between music and movement in dance are far more complex and arbitrary. They depend on the genre and context, the expertise and personal characteristics of the performer, and they present a complex hierarchy of temporal structures, spanning from the short-term synchronization of gestures to the beat to long-term evolutions of the dance patterns.

Ofl et al. introduced an audio-driven dancing avatar using HMM-based motion synthesis [21]. For training, their approach requires movement to be manually annotated into specific patterns (or dance figures) synchronized with the beats. For the generation, the audio is segmented using beat detection, and the recognition of the patterns from Mel-Frequency Cepstral Coefficients is used to select the motion patterns to generate. Their approach was further extended to include unsupervised analysis of the dance patterns [22]. Ofl et al. describe three types of models: musical measure models and exchangeable figures models, which respectively represent many-to-one and one-to-many associations between musical patterns and dance figures, as well as figure transition model that capture the intrinsic dependencies of dance figures. Yet, one of the main limitations of these approaches lies in the synthesis approach, that relies on the classification of the input musical patterns, and therefore gives few opportunities for generating novel movement patterns.

GrooveNet differs from the aforementioned music-driven dance generation approaches in that it does not rely on classification or segmentation of the audio signal. The rationale behind GrooveNet is to allow the model to learn a continuous cross-modal mapping from the audio information to movement data in an unsupervised manner, as opposed to a supervised classification-based approach in which one would limit the generalizability of the model by restricting the mapping to a set of pre-defined patterns.

3 PROPOSED APPROACHES

In this paper, we aim to learn the relationships between low-level audio features and movement parameters for the continuous synthesis of full-body movements, without any supervision imposed on the mapping. With GrooveNet, we are investigating several directions to address this problem. This involves the pipeline of the system, the choice of a suitable machine learning model, and different methods for representing the audio data.

Pipeline. Three strategies for mapping audio data to motion capture (mocap) data are illustrated in Figure 1: (a) one-to-many mapping, (b) synchronized many-to-many mapping, and (c) unsynchronized many-to-many mapping. Each ellipse represents a single mocap frame and each rectangle represents a single audio descriptor frame. Connected frames represent consecutive frames.

Music-Driven Dance Generation. While music-driven dance generation also considers cross-modal sequence-to-sequence mapping, it is important to underline the complexity of music-to-dance mapping. While in speech the acoustic and motion signals are often generated by the same underlying process, the relationships between music and movement in dance are far more complex and arbitrary. They depend on the genre and context, the expertise and personal characteristics of the performer, and they present a complex hierarchy of temporal structures, spanning from the short-term synchronization of gestures to the beat to long-term evolutions of the dance patterns.

Ofl et al. introduced an audio-driven dancing avatar using HMM-based motion synthesis [21]. For training, their approach requires movement to be manually annotated into specific patterns (or dance figures) synchronized with the beats. For the generation, the audio is segmented using beat detection, and the recognition of the patterns from Mel-Frequency Cepstral Coefficients is used to select the motion patterns to generate. Their approach was further extended to include unsupervised analysis of the dance patterns [22]. Ofl et al. describe three types of models: musical measure models and exchangeable figures models, which respectively represent many-to-one and one-to-many associations between musical patterns and dance figures, as well as figure transition model that capture the intrinsic dependencies of dance figures. Yet, one of the main limitations of these approaches lies in the synthesis approach, that relies on the classification of the input musical patterns, and therefore gives few opportunities for generating novel movement patterns.

GrooveNet differs from the aforementioned music-driven dance generation approaches in that it does not rely on classification or segmentation of the audio signal. The rationale behind GrooveNet is to allow the model to learn a continuous cross-modal mapping from the audio information to movement data in an unsupervised manner, as opposed to a supervised classification-based approach in which one would limit the generalizability of the model by restricting the mapping to a set of pre-defined patterns.
DATASET AND FEATURE EXTRACTION

Few motion capture datasets include dance movement data. To our knowledge, no dataset of synchronized music and motion capture data is currently available online. We created a dataset containing four performances of a dancer. The music tracks are made by Philippe Pasquier and Philippe Bertrand at the Robonom sound studio in France using the StyleMachine lite from the Metacreative Technologies company. We used three of the generated songs that belong to the genre of electronic dance music, with a regular tempo varying between 125 and 135 beats per minute.

The dancer’s movements were captured using a 40-cameras Vicon optical motion capture system. The motion capture data was post-processed and synchronized with the audio data. The resulting dataset contains about 23 minutes of motion capture data recorded at 60 frames-per-second, giving a total of 82151 frames. We recorded a total of four sequences, with two sequences dancing to the first song, and two sequences dancing to the second and the third songs.

4.1 Audio Data Representation and Feature Extraction

Our goal is to generate movement in real-time from an audio stream. To that end, the audio signal must be represented by a sequence of features that describe the acoustic properties of the music continuously, with a similar temporal density as the movement data.

For each audio file, we extracted a set of low-level features at the same framerate as the motion capture data. We used a standard set of features described in the music information retrieval literature, including low-level features (RMS level, Bark bands), spectral features (energy in low/middle/high frequencies, spectral centroid, spectral spread, spectral skewness, spectral kurtosis, spectral rolloff, spectral crest, spectral flux, spectral complexity), timbral features (Mel-Frequency Cepstral Coefficients, Tristimulus), melodic features (pitch, pitch salience and confidence computed with the YIN algorithm, inharmonicity, dissonance). The features were computed using the Essentia open-source library, with a window size of 66.7 ms and a hop size of 16.7 ms. The feature sequences were filtered with a finite impulse response (FIR) low-pass filter with a cutoff frequency of 5 Hz, in order to guarantee a smooth evolution of the audio descriptor that matches the time scale of dance movements. The resulting sequences are synchronized with the motion capture data and contain 84 dimensions (Figure 2-bottom).

4.2 Motion Capture Data Representation

The original motion capture data uses a skeleton with 30 joints, resulting in 93 dimensions including the root position, with their

---

1 https://metacreativetech.com
5.2 Learning
We train the model to predict the next motion capture frame at time $t$, given a recent history of the motion capture frames $[t-N, t-1]$, where $N$ is the order of the model, representing the number of past motion capture frames to include in the prediction. The prediction is modulated by a single frame of audio features at time $t$, fed to the context unit.

5.3 Generation
The generation is done using an iterative sampling process. The model predicts one frame of the movement at a time, given previous frames of movement and the audio features. It then uses the newly generated frame of movement as part of the input for predicting the next frame and continues the generation process.

6. PRELIMINARY RESULTS AND DISCUSSION
In this section, we present the preliminary results of GrooveNet. All the animated outputs of the results are available on the accompanying webpage of the paper at: http://omid.al/groovenet-material-ml4c/.

6.1 Learning and Generating Movement Patterns
We start our investigation by learning the individual dance patterns that exist in our training data to see if the model can generate the patterns independently of the audio data. To this end, we manually segment the dance sequences based on the main parts of the song, as illustrated in Figure 5. This annotation allows us to assess where the model can effectively encode consistent dance patterns. We then use a one-hot encoding scheme to label each pattern. Once the model is trained, we can then generate each pattern by feeding the desired label to the context unit of the FCRBM.

The results show that the FCRBM is able to learn the patterns from a very small training set (only one mocap sequence of about 4 minutes). The model generates the same pattern continuously and repetitively as long as the same label is given to it while changing the label will cause the model to transition to another pattern. Still frames from the generated patterns for the first track are shown in Figure 4. The videos of the generated patterns are also available in the supplementary material.

6.2 Dancing with Training Songs
In the previous experiment, we assessed the ability of the model to encode independent dance patterns from the manual annotation of the dataset. We now consider a fully unsupervised approach, where the model is trained with the entire dataset composed of four performances without any additional annotation. Our goal is to evaluate whether the model can learn the mapping between the audio features and the movement parameters on longer sequences, with a larger corpus of music and dance. As the first step in this direction, we assess the movements generated by the model using as input data the songs already 'heard' during the training.

The results, as presented in the supplementary materials, show that the FCRBM is able to generate dance patterns consistent with the training set. Furthermore, the model captured the synchronization patterns between the rhythmic structure of the song and the generated movement (Figure 6). While the generated dance movements are plausible, we can note that the movements are at times jerky and can present artifacts such as foot sliding. The novelty in the generated movements remains to be further investigated.

6.3 Dancing with Unheard Songs
We evaluate the generalizability of the model, testing its performance on the songs that were not included in the training data. The results, as shown on the accompanying website, show that the FCRBM is not generalizing beyond the songs that exist in the training data.

6.4 Computational Performance
A model with 500 hidden units, 500 factors, and an order of 30 past frames consists of 1,452,720 number of trainable parameters, and it takes on average 0.0115 seconds to generate each frame on an
We presented the initial results from our GrooveNet project, in which we address the generation of dance movements in real-time. This project is partially funded by the Social Sciences and Humanities Research Council of Canada (SSHRC) and the Natural Sciences and Engineering Research Council of Canada (NSERC).

To further develop GrooveNet, we plan on following a number of directions: 1) capturing more synchronized dance and music data; 2) developing more motion capture data of dance moves that do not accompany any music. Together with a pre-trained network that has learned audio embeddings, we hope that the model becomes more robust to ‘unheard’ songs; and 3) experiment more with LSTM-RNNs, audio embeddings, we hope that the model becomes more robust overfits. We believe that this is mainly due to our small and sparse training data set.

ACKNOWLEDGMENTS

This project is partially funded by the Social Sciences and Humanities Research Council of Canada (SSHRC) and the Natural Sciences and Engineering Research Council of Canada (NSERC). We would like to thank Gemma Crowe for her dance performance and Rick Overington at the Emily Carr University Motion Capture Studio for his help in capturing the training data.

REFERENCES


